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Theory weary, theory leery, why can’t I be theory cheery? (Erickson, 2002, p269)

The field of human-computer interaction is rapidly expanding. Alongside the extensive
technological developments that are currently taking place, is the emergence of a ‘cottage
industry’ culture, where a polyphony of new theories, methods and concerns have been imported
into the field from a diversity of disciplines and backgrounds. An extensive critique of recent
theoretical developments is presented together with what practitioner’s currently use. A
significant development of importing new theories into the field has been much insightful
explication of ‘HCI’ phenomena, together with extending the field’s discourse. However, at the
same time, the theoretically-based approaches have had a limited impact on the practice of
interaction design. This chapter discusses why this is so and suggests that different kinds of
mechanisms are needed that will enable both designers and researchers to better articulate and
theoretically ground the hard challenges facing them today.

Introduction

The field of human-computer interaction is bursting at the seams. Its mission, raison
d’étre, goals and methodologies, that were well established in the 80s, have all greatly
expanded to the point that “HCI is now effectively a boundless domain” (Barnard et al/.,
2000, p221). Everything is in a state of flux: the theory driving the research is changing, a
flurry of new concepts are emerging, the domains and type of users being studied are
diversifying, many of the ways of doing design are new and much of what is being
designed is significantly different. While potentially much is to be gained from such rapid
growth, the downside is an increasing lack of direction, structure and purpose in the field.
What was originally a confined problem space with a clear focus that adopted a small set
of methods to tackle it — that of designing computer systems to make them more easy and
efficient to use by a single user — is now turning into a more diffuse problem space with a
less clear purpose as to what to study, what to design for and which methods to use.
Instead, aspirations of overcoming the Digital Divide, through providing universality and
accessibility for all, have become driving concerns (e.g. Shneiderman, 2002a). It comes
as no surprise that the move towards more openness is, likewise, happening in the field,
itself. Many more topics, areas and approaches are now considered acceptable research
and practice.

A problem with allowing a field to expand in this eclectic way is that it can easily get
out of control. No-one really knows what its purpose is anymore or indeed what criteria
to use to assess its contribution and value to knowledge and practice. For example, of all
the many new approaches, ideas, methods and goals that are now being proposed how do
we know which are acceptable, reliable, useful and generalisable? Moreover, how do
researchers and designers, alike, know which of the many tools and techniques to use
when doing design and research? What do they use to help make such judgments?

1 Rosoers



To be able to address these concerns, a young field in a state of flux (as is HCI)
needs to take stock and begin to reflect on the numerous changes that are happening. The
purpose of this chapter is to consider theoretical developments, by assessing and
reflecting upon the role of theory in contemporary HCI and the extent to which it is used
in design practice. Over the last ten years, a diversity of new theories have been imported
and adapted into the field. A key question raised is whether such attempts have been
productive in terms of ‘knowledge transfer’. By knowledge transfer, it is meant here the
translation of research findings (e.g. theory, empirical results, descriptive accounts,
cognitive models) from one discipline (e.g. cognitive psychology, sociology) into
practical concerns that can be applied to another (e.g. Human-Computer Interaction,
Computer Supported Cooperative Work).

Why the explosive growth in HCI?

One of the main reasons for the dramatic change in direction in HCI is as a reaction to the
explosion of new challenges confronting it. The arrival and rapid pace of technological
developments in the last few years (e.g. the internet, wireless technologies, handheld
computers, wearables, pervasive technologies, tracking devices) has led to an escalation
of new opportunities for augmenting, extending and supporting user experiences,
interactions and communications. These include designing experiences for all manner of
people (and not just users) in all manner of settings doing all manner of things. The
home, the créche, the outdoors, public places and even the human body are now being
experimented with as potential places to embed computational devices. Furthermore, a far
reaching range of human activities is now being analyzed and technologies proposed to
support them, even to the extent of invading previously private and taboo aspects of our
lives (e.g. domestic life and personal hygiene). A consequence is that ‘the interface’ is
becoming ubiquitous. Computer-based interactions can take place through many kinds of
surfaces and in many different places. As such, many radically different ways of
interacting with computationally-based systems are now possible, ranging from the
visible that we are conscious of (e.g. using a keyboard with a computer monitor) to the
invisible that we are unaware of (e.g. our physical movements triggering toilets to flush
automatically through sensor technology).

In an attempt to keep up and appropriately deal with the new demands and
challenges, significant strides have been made in academe and industry, alike, towards
developing an armory of methodologies and practices. Innovative design methods,
unheard of in the 80s, have been imported and adapted from far a field to study and
investigate what people do in diverse settings. Ethnography, informant design, cultural
probes and scenario-based design are examples of these (see Rogers et al., 2002). New
ways of conceptualizing the field are also emerging. For example, usability is being
operationalized quite differently, in terms of a range of user experience goals (e.g.
aesthetically pleasing, motivating, fun) in addition to the traditional set of efficiency
goals (Rogers, et al., op cit). The name interaction design is also increasingly being
banded about in addition to of human-computer interaction, as a way of focusing more on
what is being done (i.e. designing interactions) rather than the components it is being
done to (i.e. the computer, the human). This more encompassing term generally refers to:

“the design of interactive products to support people in their everyday and working
lives” (Rogers, et al., 2002, p.6) and “designing spaces for human communication and
interaction” (Winograd, 1997 p. 155).
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New paradigms for guiding interaction design are also emerging. The prevailing
desktop paradigm, with its concomitant GUI and WIMP interfaces, is being superseded
by a range of new paradigms, notably ubiquitous computing (‘UbiComp’), pervasive
environments and everyday computing. The main thrust behind the paradigm of
ubiquitous computing came from the late Mark Weiser (1991), whose vision was for
computers to disappear into the environment in a way that we would no longer be aware
of them and would use them without thinking about them. Similarly, a main idea behind
the pervasive environments approach is that people should be able to access and interact
with information any place and any time using a seamless integration of technologies.

Alongside these methodological and conceptual developments, has been a major
rethink of whether, how and what kinds of theory can be of value in contributing to the
design of new technologies. On the one hand, are strong advocates, arguing that there
definitely needs to be a theoretical foundation to address the difficult design challenges
ahead that face the HCI community (e.g. Barnard et al, 2000; Hollan et al., 2000;
Kaptelinin, 1996; Sutcliffe, 2000) and that, furthermore, there is a distinct lack of it
currently in the field (Castel, 2002). On the other, there are those who argue that theory
has never been useful for the practical concerns of HCI and that it should be abandoned
in favor of continuing to develop more empirically-based methods to deal with the
uncertain demands of designing quite different user experiences using innovative
technologies (e.g. Landauer, 1991). In this chapter, I examine the extent to which early
and more recent theoretical developments in HCI have been useful and then contrast this
with two surveys that examine the extent to which they have been useful in the practice
of doing interaction design.

Early theoretical developments in HCI

In the early ‘80s, there was much optimism as to how the field of cognitive psychology
could significantly contribute to the development of the field of HCI. A driving force was
the realization that most computer systems being developed at the time were difficult to
learn, difficult to use and did not enable the users to carry out the tasks in the way they
wanted. The body of knowledge, research findings and methods that made up cognitive
psychology were seen as providing the means by which to reverse this trend, by being
able to inform the design of easy to learn and use computer systems. Much research was
carried out to achieve this goal: mainstream information processing theories and models
were used as a basis from which to develop design principles, methods, analytic tools and
prescriptive advice for the design of computer interfaces (e.g. see Carroll, 1991). These
can be loosely classified into three main approaches: applying basic research, cognitive
modeling and the populist dissemination of knowledge.

Applying basic research: Early attempts at using cognitive theory in HCI brought in
relevant theories and appropriated them to interface design concerns. For example,
theories about human memory were used to decide what were the best set of icons or
command names to use, given people’s memory limitations. One of the main benefits of
this approach was to help researchers identify relevant cognitive factors (e.g.
categorization strategies, learning methods, perceptual processes) that are important to
consider in the design and evaluation of different kinds of GUIs and speech recognition
systems.

A core lesson that was learned, however, is that you cannot simply lift theories out of
an established field (i.e. cognitive psychology), that have been developed to explain
specific phenomena about cognition, and then reapply them to explain other kinds of

3 Rosoers



seemingly related phenomena in a different domain (i.e. interacting with computers). This
is because the kinds of cognitive processes that are studied in basic research are quite
different from what happens in the ‘real’ world of human-computer interactions
(Landauer, 1991). In basic research settings, behavior is controlled in a laboratory in an
attempt to determine the effects of singled out cognitive processes (e.g. short term
memory span). The processes are studied in isolation and subjects (sic) are asked to
perform a specific task, without any distractions or aids at hand. In contrast, the cognition
that happens during human-computer interaction is much more ‘messy’, whereby many
interdependent processes are involved for any given activity. Moreover, in their everyday
and work settings, people rarely perform a task in isolation. Instead, they are constantly
interrupted or interrupt their own activities, by talking to others, taking breaks, starting
new activities, resuming others, and so on. The stark differences between a controlled lab
setting and the messy real world setting, meant that many of the theories derived from the
former were not applicable to the latter. Predictions based on basic cognitive theories
about what kinds of interfaces would be easiest to learn, most memorable, easiest to
recognize and so on, were often not supported.

The problem of applying basic research in a real world context is exemplified by the
early efforts of a number of cognitive psychologists in the early 80s, who were interested
in finding out what was the most effective set of command names for text editing
systems, in terms of being easy to learn and remember. At the time, it was a well-known
problem that many users and some programmers had a difficult time remembering the
names used in command sets for text editing applications. Several psychologists assumed
that research findings on paired-associate learning could be usefully applied to help
overcome this problem; this being a well developed area in the basic psychological
literature. One of the main findings that was applied was that pairs of words are learned
more quickly and remembered if subjects have prior knowledge of them (i.e. highly
familiar and salient words). It was further suggested that command names be designed to
include specific names that have some natural link with the underlying referents they
were to be associated with. Based on these hypotheses, a number of experiments were
carried out, where users had to learn different sets of command names, that were selected
based on their specificity, familiarity, etc. The findings from the studies, however, were
inconclusive; some found specific names were better remembered than general terms
(Barnard et al., 1982), others showed names selected by users, themselves, were
preferable (e.g. Ledgard et al.,, 1981; Scapin, 1981) while others demonstrated that high
frequency words were better remembered than low frequency ones (Gunther ef al., 1986).
Hence, instead of the outcome of the research on command names being able to provide a
generalisable design rule about which names are the most effective to learn and
remember, it suggested that a whole range of different factors affects the learnability and
memorability of command names. As such, the original theory about naming was not able
be applied effectively to the selection of optimal names in the context of computer
interfaces.

Cognitive modeling: Another attempt to apply cognitive theory to HCI, was to model the
cognition that is assumed to happen when a user carries out their tasks. Some of the
earliest models focused on user’s goals and how they could achieve (or not) them with a
particular computational system. Most influential at the time were Hutchins et al.’s
(1986) conceptual framework of directness, which describes the gap between the user’s
goals and the way a system works in terms of gulfs of execution and evaluation, and
Norman’s (1986) theory of action, which models the putative mental and physical stages
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involved in carrying out an action when using a system. Both were heavily influenced by
contemporary cognitive science theory of the time, which itself, focused on modeling
people’s goals and how they were met.

The two cognitive models essentially provided a means by which to conceptualize
and understand the interactions that were assumed to take place between a user and a
system. In contrast, Card et al’s (1983) model of the user, called the model human
processor (MHP), went further by providing a basis from which to make quantitative
predictions about user performance and, in so doing, provided a means by which to allow
researchers and developers to evaluate different kinds of interfaces to assess their
suitability for supporting various tasks. Based upon the established information
processing model of the time (that, itself, had been imported into cognitive psychology),
the MHP comprised interacting perceptual, cognitive and motor systems, each with their
own memory and processor. To show how the model could be used to evaluate
interactive systems, Card et al. developed a further set of predictive models, collectively
referred to as GOMS (Goals, Operators, Methods and Selection rules).

Since its inception, a number of researchers have used and extended GOMS,
reporting on its success for comparing the efficacy of different computer-based systems
(see Olson and Olson, 1991). Most of these have been done in the lab but there have been
a few carried out in a real-world context. The most well-known is Project Ernestine,
where a group of researchers carried out a GOMS analysis for a modern workstation that
a large phone company were contemplating purchasing, and counter-intuitively, predicted
that it would perform worse than the existing computer system being used at the
company, for the same kind of tasks. A consequence was that they advised the company
not to invest in what could have been potentially a very costly and inefficient technology
(Attwood et al., 1996). While this study has shown that the GOMS approach can be
useful in helping make decisions about the effectiveness of new products, it is not often
used for evaluation purposes (although there is some evidence of wider use in the
military). Part of the problem is its highly limited scope: it can only reliably model
computer-based tasks that involve a small set of highly routine data-entry type tasks.
Furthermore, it is intended to be used to predict expert performance, and does not allow
for errors to be modeled. This makes it much more difficult (and sometimes impossible)
to predict how most users will carry out their tasks when using systems in their work,
especially those that have been designed to be flexible in the way they can be used. In
most situations the majority of users are highly variable in how they use systems, often
carrying out their activities in quite different ways to that modeled or predicted. Many
unpredictable factors come into play. These include individual differences among users,
fatigue, mental workload, learning effects and social and organizational factors (Olsen
and Olsen, 1991). Moreover, most people do not carry out their tasks sequentially but
tend to be constantly multi-tasking, dealing with interruptions and talking to others, while
carrying out a range of activities. A problem with using predictive models, therefore, is
that they can only make predictions about isolated predictable behavior. Given that most
people are often unpredictable in the way they behave and, moreover, interweave their
ongoing activities in response to unpredictable external demands, it means that the
outcome of a GOMS analysis can only ever be a rough approximation and sometimes
even be inaccurate. Furthermore, many would argue that carrying out a simple user test,
like heuristic evaluation, can be a more effective approach that takes much less effort to
use (see table 1).
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Table 1 Time it takes to train and effort involved for different analytic methods in
HCI (adapted from Olson and Moran, 1996, p.281)

Method Effort Training | Reference
Checklists (e.g. heuristic evaluation) 1 day 1 week Shneiderman, 1992
Cognitive walkthrough 1 day 3 months | Lewis et al., 1990
Cognitive complexity theory 3 days 1 year Kieras, 1988
GOMS 3 days 1 year Card et al., 1983

Despite the disparity between the outcome of a modeling exercise and the vagaries of
everyday life, a number of other cognitive models have been developed, aimed at
predicting user behavior when using various kinds of systems (e.g. the EPIC model,
Kieras and Meyer, 1997). Similar to the various versions of GOMS, they can predict
simple kinds of user interaction fairly accurately, but are unable to cope with more
complex situations, where the amount of judgment a researcher or designer has to make,
as to which aspects to model and how to do this, greatly increases (Sutcliffe, 2000). The
process becomes increasingly subjective and involves considerable effort, making it more
difficult to use them to make predictions that match the ongoing state of affairs.

In contrast, cognitive modeling approaches, that do not have a predictive element to
them, have proven to be more successful in their utility in practice. Examples include
heuristic evaluation (Mohlich and Nielsen, 1990) and cognitive walkthroughs (Polson et
al, 1992) which are much more widely used by practitioners. Such methods provide
various heuristics and questions for evaluators to operationalize and answer, respectively.
An example of a well known heuristic is ‘minimize user memory load’. As such, these
more pragmatic methods differ from the other kinds of cognitive modeling techniques
insofar as they provide prescriptive advice, that is largely based on assumptions about the
kinds of cognitive activities users engage in when interacting with a given system.
Furthermore, their link to a theoretical basis is much looser.

Diffusion of popular concepts: Perhaps, the most significant and widely-known
contribution that the field of cognitive psychology made to HCI is the provision of
explanations of the capabilities and limitations of users, in terms of what they can and
cannot do when performing computer-based tasks. For example, theories that were
developed to address key areas, like memory, attention, perception, learning, mental
models and decision-making have been much popularized in tutorials, introductory
chapters, articles in magazines and the web, to show their relevance to HCI. Examples of
this approach include Preece ef al. (1994), Norman (1988) and Monk (1984). By
explicating user performance in terms of well known cognitive characteristics that are
easy to assimilate (e.g. recognition is better than recall), designers can be alerted to their
possible effects when making design decisions — something that they might not have
otherwise considered. A well known example is the application of the finding that people
find it easier to recognize things shown to them than to have to recall them from memory.
Most graphical interfaces have been designed to provide visual ways of presenting
information, that enable the user to scan and recognize an item like a command, rather
than require them to recall what command to issue next at the interface.
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This approach, however, has tended to be piecemeal — depending on the availability
of research findings in cognitive psychology that can be translated into a digestible form.
A further problem with this approach is its propensity towards a ‘jewel in the mud’
culture, whereby a single research finding sticks out from the others and is much cited, at
the expense of all the other results (Green et al., 1996). In HCI, we can see how the
‘magical number 7+-2’ (George Miller’s theory about memory, which is that only 7+-2
chunks of information, such as words or numbers, can ever be held in short term memory
at any one time) has become the de facto example: nearly every designer has heard of it
but not necessarily where it has come from or what situations it is appropriate to apply. A
consequence is that it has largely devolved into a kind of catch-phrase, open to
interpretation in all sorts of ways, which can end up being far removed from the original
idea underlying the research finding. For example, some designers have interpreted the
magic number 7+-2 to mean that displays should have no more than 7+-2 of a category
(e.g. number of colors, number of icons on a menu bar, number of tabs at the top of a web
page and number of bullets in list), regardless of context or task, which is clearly in many
cases inappropriate (see Bailey, 2000).

A shift in thinking

We have examined the ways in which cognitive theory was first applied in HCI. These
can be classified, largely, as:

* informative (providing useful research findings)
* predictive (providing tools to model user behavior)
* prescriptive (providing advice as to how to design or evaluate)

In the late 80s, however, it became increasingly apparent that these early attempts were
limited in their success; neither matching nor scaling up to the demands and perceived
needs of developing systems. Several researchers began to reflect on why the existing
theories, that had been imported from cognitive psychology, were failing to be more
widely applied to the problems of design and computer use (e.g. Long and Dowell, 1996).
Much criticism was expressed about the inadequacies of classical cognitive theories for
informing system design (e.g. see Carroll, 1991). A number of problems were identified,
including that the theories were too low-level, restricted in their scope and failed to deal
with real world contexts (Barnard, 1991). There was much concern, leading to calls to
abandon what has been coined as the ‘one-stream’ approach, whereby it was naively
assumed that mainstream theory provided by pure science (i.e. cognitive psychology)
could trickle down into the applied science of designing computer systems (see Long and
Dowell, 1996). There was even criticism that psychologists were merely using the field of
HCI as a test bed for trying out their general cognitive theories (Bannon and Bedker,
1991) or for validating the assumptions behind specific models (Barnard and May, 1999).
Instead, it was argued that other kinds of theories were needed that were more
encompassing, addressing more directly the concerns of interacting with computers in
real-world contexts. It was still assumed that theory did have a valuable role to play in
helping to conceptualize the field, provided it was the right theory. The question was
what kind of theory and what role should it play? By changing and dissolving the
boundaries of what was under scrutiny, and by reconceptualizing the phenomena of
interest, using different theoretical lenses and methods, it was further assumed that the
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pertinent issues in the field could be recast and in so doing, lead to the design of more
usable computer artifacts (Bannon and Bedker, 1991).

Several researchers began searching elsewhere, exploring other disciplines for
theories that could achieve this. An early contender that was put forward was Activity
Theory originating from Soviet psychology (Bedker, 1989; Kuutti, 1996; Engestrom and
Middleton, 1996; Nardi, 1996). It was regarded as a unifying theoretical framework for
HCI, being able to both provide the rigor of the scientific method of traditional cognitive
science while taking into account social and contextual aspects (Kaptelinin et al, 1999).
There were also attempts to look for theories that took into account how the environment
affected human action and perception. Several ideas from ecological psychology were
reconceptualized for use in the field (e.g. Gaver, 1991; Norman, 1988). At the same time,
several researchers sought substantially to revise or adapt existing cognitive frameworks
so as to be more representative and build directly on the concerns of HCI (e.g. Draper,
1993). Long and Dowell (1989, 1996) made persistent calls for more domain-specific
theories that focus on the concerns of users interacting with computers to enable them to
work effectively. Carroll et al. (1991) also advocated the need for this change in their
task-artifact cycle framework, arguing that users and designers would benefit more if the
process by which tasks and artifacts co-evolved could be “better understood, articulated
and critiqued” (p.99). Two main approaches that have emerged from cognitive science
are distributed cognition and external cognition. A central focus of these approaches is
the structural and functional role of external representations and artifacts in relation to
how they are used in conjunction with internal representations (e.g. Green et al., 1996;
Hutchins, 1995; Kirsh, 1997; Scaife and Rogers, 1996; Wright et al., 2000).

There was also a ‘turn to the social’ (Button 1993): sociologists, anthropologists and
others in the social sciences came into HCI, bringing new frameworks, theories and ideas
about technology use and system design. These were primarily the situated action
approach and ethnography. Human computer interactions was conceptualized as social
phenomena (e.g. Heath and Luff, 1991). A main thrust of this approach was to examine
the context in which users interact with technologies: or put in social terms, how people
use their particular circumstances to achieve intelligent action. The approach known as
ethnomethodology (Garfinkel, 1967; Garfinkel and Sacks, 1970), that had itself come
about as a reaction against mainstream sociology, provided much of the theoretical and
methodological underpinning (Button, 1993). In particular, it was assumed that
ethnomethodology could offer descriptive accounts of the informal aspects of work (i.e.
“the hurly burly of social relations in the workplace and locally specific skills required to
perform any task”, Anderson, 1994, p154) to complement the formal methods and models
of software engineering and in so doing, begin to address some of the ‘messiness’ of
human technology design mentioned at the beginning of the chapter, and which cognitive
theories have not been able to adequately address.

How have recent theoretical approaches fared in the field?

In this section, I examine in more detail how recent theoretical developments in HCI have
fared. In particular, I look at how researchers have attempted to transform alternative
theoretical knowledge into an applied form — aimed at being used by others — especially
practitioners. Concomitantly, I look at whether and how people, who develop and
evaluate technologies and software (e.g. designers, usability practitioners, information
architects), have used them. In particular, I consider whether researchers have been
successful in providing a new body of theoretical knowledge that is tractable to others. I
begin by looking at the most well received and referenced attempts at importing different
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kinds of theory into HCI. I follow this by examining what a cross-section of practitioners
use in their work and which of the new approaches they have found useful.

The researcher’s perspective

Below I analyze the contributions made by researchers in HCI for the following:
ecological approach, activity theory, external cognition, distributed cognition, situated
action, ethnomethodology!, hybrid and overarching approaches. The reason for the
selection of these approaches is that they are considered to be the main ones that have
been imported, applied and developed in HCI over the last 10-15 years. As such, it is not
meant to be an exhaustive list of developments in the field, but an attempt to show how
the recent generation of theories and approaches have been developed, transformed, and
applied to practical concerns.

The ecological approach

The ecological approach evolved primarily from Gibson’s (1966, 1979) view that
psychology should be the study of the interaction between the human and its
environment. Its concern is with providing a carefully detailed description of the
environment and people’s ordinary activities within it (Neisser, 1985). A number of
researchers within HCI have adapted the approach for the purpose of examining how
people interact with artifacts. These include Gaver (1991), Kirsh, (2001), Norman (1988),
Rasmussen and Rouse (1981), Vicente (1995) and Woods (1995).

A main focus in the original ecological framework, was to analyze invariant
structures in the environment in relation to human perception and action. From this
framework two key related concepts have been imported into HCI: ecological constraints
and affordances. Of the two, the latter is by far the most well known in HCI. Ecological
constraints refer to structures in the external world that guide people’s actions rather than
those that are determined by internal cognitive processes. The term affordances, within
the context of HCI, has been used to refer to attributes of objects that allow people to
know how to use them. In a nutshell, to afford is taken to mean ‘to give a clue’ (Norman,
1988). Specifically, when the affordances of an object are perceptually obvious it is
assumed that they make it easy to know how to interact with the object (e.g. door handles
afford pulling, cup handles afford grasping). Norman (1988) provides a range of
examples of affordances associated with everyday objects such as doors and switches.

This explication of the concept of affordances is much simpler than Gibson’s original
idea. One of the main differences is that it only refers to the properties of an object,
whereas Gibson used it to account for the relationship between the properties of a person
and the perceptual properties of an object in the environment. An obvious advantage of
simplifying it in this manner, is that it makes it more accessible to those not familiar with
Gibsonian ideas. Indeed, this way of thinking about affordances has been much
popularized in HCI, providing a way of describing properties about interface objects that
highlight the importance of making ‘what can be done to them’ obvious. One suggestion
is that this reformulation helps designers think about how to represent objects at the
interface that will readily afford permissible actions (Gaver, 1991) and provide cues as to
how to interact with interface objects more easily and efficiently. However, a problem of
appropriating the concept of affordance in this manner is it puts the onus on the designer

11t should be noted that ethnomethodology is viewed as atheoretical, and has been imported into HCI
primarily as an analytic approach

9 Rosoers



to use their intuition as to how to decide what are affordable objects at the interface (St
Amant, 1999). There are no abstractions, methods, rules or guidelines to help them — only
analogies drawn from the real world. The lack of guidance has unfortunately led to the
concept being somewhat glibly used:

>

“I put an affordance there,” a participant would say, “I wonder if the object affords
clicking...” affordances this affordances that. And no data, just opinion, Yikes! What had I
unleashed upon the world?”

Don Norman’s (1999, p38) reaction to a recent CHI-Web discussion.

Furthermore, in its borrowed form, the concept of affordance has often been
interpreted in a design context as suggesting that one should try to emulate real-world
objects at the interface — which is clearly a far cry from Gibson’s ideas and is highly
questionable. The increasing trend towards bringing high fidelity realism to the interface
(i.e. designing objects to appear as 3D at the interface to give the illusion of behaving and
looking like real world counterparts) is witness to this. On-screen buttons are increasingly
being designed now to have a 3D look, to give the appearance of protruding. An
assumption is that this kind of representation will give the buttons the affordance of
pushing, inviting the user to click on them, in an analogous way to what they would do
with actual physical buttons. While users may readily learn this association, it is equally
the case that they will be able to learn how to interact with a simple, 2D representation of
a button on the screen. The effort to learn the association is likely to be similar. In
addition, it is not always the case that 3D buttons are the most effective form of
representation. For example, simple, plain and abstract representations may prove to be
far easier to recognize and distinguish from each other for applications where there are
many operations and functions that need to be represented at the interface (e.g. CAD).

Norman (1999) has since tried to deal with the pervasive misunderstanding and
misuse of the term, since his original explication of it in his POET book (Norman, 1988).
In its place, he now argues for two kinds of affordance: perceived and real. Physical
objects are said to have real affordances, as described above, like grasping, which are
perceptually obvious and do not have to be learned. In contrast, user-interfaces, that are
screen based, do not have these kinds of real affordances, meaning that the user needs to
learn the meaning and function of each object represented at the interface before knowing
how to act. Therefore, it does not make sense to talk about interface design in terms of
real affordances. Alternatively, Norman argues that screen-based interfaces have
perceived affordances, which are based on learned conventions and feedback. For
example, having a red flashing button icon appear at the interface may provide visual
cues to enable the user to perceive that clicking on that icon is a meaningful useful action
at that given time in their interaction with the system, that has a known outcome.
However, this begs the question of where the ‘ecology’ has gone, namely the unconscious
cue-action coupling that underlies the true sense of the term affordance.

The downside of the concept of affordance being popularized in this way is that the
richness and contextual background of the original theory has been lost, making it
difficult to appreciate its significance other than at a superficial level. Some may argue
that this does not matter since it has provided designers with a new way of thinking and
talking about design that they did not have before. However, others would argue that it
can distort their way of thinking about interaction design to the extent that it overly
constrains the way they do design, as satirized by Norman in his CHI-website quote.

One way of putting the currency back into the concept may be to try to import more
knowledge about what is meant by it. Kirsh (2001), for example, describes the notion of
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affordance in terms of entry points, which refer to the way structures in the environment
invite people to do something. For example, the way information is laid out on posters,
websites and magazines provides various entry points for scanning, reading and
following. These include headlines, columns, pictures, cartoons, figures, tables, icons,
etc. Well designed information allows a person’s attention to move rapidly from entry
point to entry point for different sections (e.g. menu options, lists, descriptions). In
contrast, poorly designed information does not have clear entry points — it is hard to find
things. In Kirsh’s terms, entry points are like affordances, inviting people to carry out an
activity (e.g. read it, scan it, look at it, listen to it, click on it). This reconceptualization
potentially has more utility as a design concept insofar as it gives more clues as to what to
do with it: encouraging designers to think about the coordination and sequencing of
actions and the kind of feedback to provide, in relation to how objects are positioned and
structured at an interface — rather than simply whether objects per se afford what to do
with them.

Another attempt at pulling in more of the original theory has been to develop
extensive frameworks, focusing more on the notion of ecology and what it means for
design. For example, Vicente (1995) and Vicente and Rassmussen (1990) have developed
the Ecological Interface Design framework (EID), where they describe affordances in
terms of a number of actions (e.g. moving, cutting, throwing, carrying). The various
actions are sorted into a hierarchy of categories, based on what, why and how they afford.
The outcome is a framework which is intended to allow designers to analyze a system at
different levels, which correspond to the levels in the hierarchy. St Amant (1999) has also
attempted to develop an ecological framework, where he specifies a number of different
kinds of affordances in relation to planning representations, derived from Al research. He
suggests that his framework can “contribute to an understanding of low level actions in a
graphical user interface” (p333). However, it is not clear how much of the two
frameworks is ecologically-based. In both, there is much more emphasis on modeling
user’s actions per se rather than the ecological interactions between a person and their
environment. As such, the sense of perceptual coupling is lost. Moreover, other cognitive
theoretical frameworks, like Rasmussen’s (1986), seems to play a much greater
contribution. Although the frameworks may prove to be useful tools, it cannot be said to
be due to any theoretical insights gained from Ecological Psychology.

To summarize, a main contribution of the ecological approach for HCI has been to
extend its discourse, primarily in terms of articulating certain properties about objects at
the interface in terms of their behavior and appearance. As such the role of theory, here,
is largely descriptive, providing a key design concept. The affordance (sic) of the term
affordance has led to it becoming one of the most common terms used in design parlance.
Less familiar and, so far, less used is the theory as an analytic framework, by which to
model human activities and interactions. In the next section, I discuss how the Activity
Theory approach has been developed as an analytic framework and examine how useful it
has been.

The Activity Theory approach

Activity theory has its origins in Soviet Psychology (Leontiev, 1978). Its conceptual
framework was assumed to have much to offer to HCI, in terms of providing a means of
analyzing actions and interactions with artifacts within a historical and cultural context —
something distinctly lacking in the cognitive paradigm (Bannon and Bedker, 1991;
Badker, 1989; Kuutti, 1996; Nardi, 1996). There are several introductions to the approach
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showing its potential relevance to HCI (e.g. Bannon and Bedker, 1991; Kaptelinin and
Nardi, 1997; Kuutti, 1996) and a corpus of studies that have used its framework to
analyze different work settings and artifacts-in-use. These include studies of user-
interfaces for systems to be used in newspaper production (Bedker, 1989) and medical
care in hospitals (Engestrem, 1993) together with shaping the design of educational
technology (Bellamy, 1996) and groupware (Fjeld et al., 2002).

The purpose of Activity Theory in its original Soviet context was to explain cultural
practices (e.g. work, school) in the developmental, cultural and historical context in
which they occur, by describing them in terms of ‘activities’. The backbone of the theory
is presented as a hierarchical model of activity which frames consciousness at different
levels, in terms of operations, actions and activities, together with a number of principles.
A main rationale for bringing this particular framework into HCI was that it was
considered useful for thinking about the design of user-interfaces and computer systems
based in the work settings in which they were to be used (Bedker, 1989). It was also
assumed that the theory could provide the contextual background that would allow
technology to be designed and implemented that better suited workers in their work
environments.

Since Badker’s initial application of the imported form of the theory, it has been used
for a range of purposes in HCI, notably Kuutti (1996) extension of the hierarchical
framework to show how information technology can be used to support different kinds of
activities at different levels. Nardi (1996) has also used the framework to show how it can
be of value for examining data and eliciting new sets of design concerns. Specifically, she
recast data from a field study that she had carried out earlier to compare the benefits of
task-specific versus generic application software for making slides (Nardi and Johnson,
1994). In doing this exercise second time round, but with the added benefit of the
conceptual framework of activity theory at hand, she claimed to have been able to make
more sense of her data. In particular, it enabled her to ask a more appropriate set of
questions that allowed her subsequently to come up with an alternative set of
recommendations about software architectures for the application of slide-making.

The most cited application of activity theory of recent is Engestrom’s (1990)
extension of it within the context of his particular field of research known as
‘developmental work research’. His framework was designed to include other concepts
(e.g. contradictions, community, rules and division of labor) that were pertinent to work
contexts and which could provide conceptual leverage for exploring these. Using this
extended form of the framework, called the Activity System Model (see figure 1), he and
his colleagues have analyzed a range of work settings — usually where there is a problem
with existing or newly implemented technology — providing both macro and micro level
accounts. Several others have followed Engestrom’s example and have used the model to
identify a range of problems and tensions in various settings. Some have taken this
variant and adapted it further to suit their needs. These include Halloran et al.’s (2002)
Activity Space framework for analyzing collaborative learning, Spasser’s (2002)‘realist’
approach for analyzing the design and use of digital libraries and Collins et al’s (2002)
model employed to help identify user requirements for customer support engineers. One
of the putative benefits from having a more extensive framework with a set of conceptual
foci is how they structure and scaffold the researcher/designer in their analysis:

“We found that activity system tensions provide rich insights into system dynamics
and opportunities for the evolution of the system.” (Collins et al., op cit, p.58).
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Figure 1 (i) The basic Activity Theory Framework and (ii) Engestrom’s (1987) extended
Activity System Model

In many ways, the extended framework has proven attractive because it offers a
“rhetorical force of naming” (Halverson, 2002, p247); providing an armory of terms that
the analyst can use to match to instances in their data and, in so doing, systematically
identify problems. However, such an approach relies largely on the analyst’s
interpretative skills and orientation as to what course to take through the data and how to
relate this to which concepts of the framework. In many ways this is redolent of the
problem discussed earlier concerning the application of cognitive modeling approaches to
real world problems. There is little guidance (since it essentially is a subjective judgment)
to determine the different kinds of activities — a lot depends on understanding the context
in which they occur. It is argued, therefore, that to achieve a level of competence in
understanding and applying activity theory requires considerable learning and experience.
Hence, while, the adapted version of the activity system model and its variants have
proven to be useful heuristic tools, they are really only useful for those who have the time
and ability to study activity theory in its historic context. When given to others not
familiar with the original theory, its utility is less productive. For example, the basic
abstractions of the model, like object and subject, were found to be difficult to follow,
and easily confused with everyday uses of the terms when used by design and
engineering teams (who were initially unfamiliar with them) to discuss user requirements
(Collins et al., 2002).

In sum, the main role played by theory for this approach is analytic, providing a set
of interconnected concepts that can be used to identify and explore interesting problems
in field data.

The external cognition approach

As mentioned previously, one of the main arguments put forward as to why basic
cognitive theories failed to make a substantial contribution to HCI was the mismatch
between the cognitive framework (information processing model) and the phenomena of
interest (i.e. human-computer interaction). The former had been developed to explain
human cognition in terms of hypothetical processes exclusively inside the mind of one
person. The latter is essentially about how people interact with external representations at
the computer interface. As emphasized by Zhang and Norman (1994) “it is the
interwoven processing of internal and external information that generates much of a
person’s intelligence” (p. 87). It is this interplay between internal and external
representations that is the focus of the external cognition approach (Scaife and Rogers,
1996; see also Card et al, 1999). An underlying aim has been to develop theoretical
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constructs that unite ‘knowledge in the head” with ‘knowledge in the world” (Norman,
1988; Vera and Simon, 1993; Wright et al, 2000). In giving external representations a
more central and functional role in relation to internal cognitive mechanisms, it is
assumed that more adequate theoretical accounts of cognition can be developed.

A number of analytic frameworks have been developed that can be considered as part
of the external cognition approach, and, in turn, various concepts have been
operationalized to inform the design and evaluation of interactive technologies. For
example, Green ef al. (1996) developed a more complex model of cognitive processing
by augmenting the original information processing one to take into account the dynamic
interplay between inputs, outputs and processing. Zhang and Norman (1994) developed a
theoretical framework of distributed representations for analyzing problem-solving
behavior, where different combinations of external and internal representations are
modeled in an abstract task space.

Similarly, Wright et al. (2000) modeled external cognition in terms of the putative
abstract information types that are used and in so doing provided a set of interlinked
theoretical constructs. These are labeled as ‘resources’ and categorized as being either
plans, goals, possibilities, history, actions-effect relations or states. They can be
represented internally (e.g. memorized procedure) or externally (e.g. written instructions).
Configurations of these resources, distributed across internal and external representations,
are assumed to be what informs an action. In addition, the way the resources are
configured in the first place, is assumed to come about through various ‘interaction
strategies’. These include things like plan following and goal matching. Thus a user’s
selection of a given action may arise through an internal goal matching strategy (e.g.
delete the file) being activated in conjunction with an external ‘cause-effect relation’
being perceived, (e.g. a dialog box popping up on the screen saying ‘are you sure you
want to delete this file?”).

The thrust of Wright et al’s (2000) cognitive model is to provide an analytic
framework that can be used to determine the kinds of interaction that take place when a
user interacts with a computer application. In some ways, it can be seen to have a
rhetorical force that have parallels to the adapted frameworks of Activity Theory.
Namely, there are several named concepts, that are linked through a relatively simple
syntax, that allow observational data to be matched and modeled in them. In particular,
the analyst can use the concepts to identify patterns and the variability of resources that
are used at different stages of a task — such as determining when a user can depend on the
external resources (e.g. action-effect relations) to constrain what to do next and when
they must rely more on their own internal resources (e.g. plans, goals and history of
actions). From this, the analyst can reflect on the problems with a given interface, in
terms of the demands the various patterns of resources place on the user. In this sense, it
is more akin to a traditional modeling tool, such as the cognitive task analytic methods
discussed at the beginning of the chapter.

A different approach to applying theory arising from the external cognition approach
is to provide a set of independent concepts that attempt to map a theoretical space
specifically in terms of a design space. A number of design-oriented concepts have
resulted, most notable, is the design vocabulary developed by Green (1989), called
cognitive dimensions, that was intended to allow psychologists and importantly, others, to
make sense of and use to talk together about design issues. Green’s overarching goal was
to develop a set of high level concepts that are both valuable and easy to use for
evaluating the designs and assessment of informational artifacts, such as software
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applications. An example dimension is ‘viscosity’, which simply refers to resistance to
local change. The analogy of stirring a spoon in treacle (high viscosity) versus milk (low
viscosity) quickly gives the idea. Having understood the concept in a familiar context,
Green then shows how the dimension can be further explored to describe the various
aspects of interacting with the information structure of a software application. In a
nutshell, the concept is used to examine “how much work you have to do if you change
your mind” (Green, 1990, p79). Different kinds of viscosity are described, such as
‘knock-on’ viscosity, where performing one goal-related action makes necessary the
performance of a whole train of extraneous actions. The reason for this is due to
constraint density: the new structure that results from performing the first action violates
some constraint, which must be rectified by the second action, which in turn leads to a
different violation, and so on. An example is editing a document using a word processor
without widow control. The action of inserting a sentence at the beginning of the
document can have a knock-on effect whereby the user must then go through the rest of
the document to check that all the headers and bodies of text still lie on the same page.

One of Green’s claims about the value of cognitive dimensions is that by identifying
different kinds of dimensions at a suitable level of abstraction across applications,
solutions found in one domain may be applicable to similar problems found in others.
Such a lingua franca of design concepts is proving to have much appeal. Various people
have used and adapted the conceptual framework to determine why some interfaces are
more effective than others. These include educational multimedia (e.g. Oliver, 1997;
Price, 2002), collaborative writing (Wood, 1995) and various programming environments
(Modugno et al., 1994; Yang et al., 1995). In contrast with activity theory concepts,
designers and researchers, alike, who have been exposed for the first time to the
dimensions have found them comprehensible, requiring not too much effort to understand
and to learn how to use (Green et al., 1996). Indeed, when one first encounters the ‘cog
dims’ there is a certain quality about them that lends to articulation. They invite one to
consider explicitly trade-offs in design solutions that might otherwise go unnoticed and
which, importantly, can be traced to the cognitive phenomena they are derived from.

Our own approach to making the theory of external cognition applicable to design
concerns (Scaife and Rogers, 1996; Rogers and Scaife, 1998) was based on an analysis of
how graphical representations are used during various cognitive activities, including
learning and problem-solving. Our primary objective was to explain how different kinds
of graphical representations (including diagrams, animations and virtual reality) are
interacted with when carrying out cognitive tasks. The properties and design dimensions
that we derived from this, were intended to help researchers and designers determine
which kinds and combinations of graphical representations would be effective for
supporting different kinds of activities. A central property we identified is computational
offloading — the extent to which different external representations vary the amount of
cognitive effort required to carry out different activities. This is described further in terms
of other properties, concerned with the nature of how different external representations
work. We also operationalized particular design dimensions as design concepts, intended
to be used at a more specific level, to guide the design of interactive representations (see
figure 2). An example of a design concept is cognitive tracing, which refers to the way
users are allowed to develop their own understanding and external memory of a
representation of a topic by being allowed to modify and annotate it.

At the highest conceptual level, external cognition refers to the interaction between internal and
external representations when performing cognitive tasks (e.g. learning). At the next level this
relationship is characterized in terms of:
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* computational offloading - the extent to which different external representations reduce
the amount of cognitive effort required to solve informationally equivalent problems

This is operationalized in terms of the following dimensions:

* re-representation - how different external representations, that have the same abstract
structure, make problem-solving easier or more difficult

 graphical constraining - this refers to the way graphical elements in a graphical
representation are able to constrain the kinds of inferences that can be made about the underlying
represented concept

 temporal and spatial constraining - the way different representations can make relevant
aspects of processes and events more salient when distributed over time and space.

For each of these dimensions we can make certain predictions as to how effectively different
representations and their combinations work. These dimensions are then further characterized in
terms of design concepts with the purpose of framing questions, issues and trade-offs. Examples
include the following:

« explicitness and visibility — how to make more salient certain aspects of a display such that
they can be perceived and comprehended appropriately

* cognitive tracing — what are the best means to allow users to externally manipulate and
make marks on different representations

* ease of production — how easy it is for the user to create different kinds of external
representations, e.g. diagrams and animations

¢ combinability and modifiability — how to enable the system and the users to combine
hybrid representations, e.g. enabling animations and commentary to be constructed by the user
which could be appended to static representations

Figure 2: A theoretical framework of cognitive interactivity (adapted from Rogers and
Scaife, 1997)

In turn, this concept provides the designer with a way of generating possible
functions at the interface in a particular graphical form that supports the above. For
example, Masterman and Rogers (2002) developed a number of online activities that
allows children to create their own cognitive traces when learning about chronology
using an interactive multimedia application. These included a drag and drop technique
that allowed them to match days of the week to the deities from whom their names were
derived (see figure 3).
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| am the Sun. ‘ I am Thor. | make Wthh 13 m);
thunder. ay [

| am the Moon. | am Woden. | help
49 to win wars.

| am Freya, Woden's

Monday

| am Saturn,
a Roman god.

| am Tiw, a fierce
god.

. The year is ?
— 890, —
E‘ﬂ - just over 1,100 years 33833,
ago.

Figure 3. Example of the application of the design principle of cognitive tracing: the task is to
drag each god onto the appropriate visual description of each day name. On this screen
Tuesday and Sunday have already been matched to their respective deities and the mouse
pointer indicates that the user can drag the statement ‘I am the Moon’ to a destination (i.e.
Monday). (From Masterman and Rogers, 2002, p235)

So far, the set of concepts and dimensions have been most useful for deciding how to
design and combine interactive external representations for representing difficult
subjects, such as dynamical systems in biology, chronology in history, the working of the
cardiac system and crystallography (e.g. Gabrielli et al., 2000; Masterman and Rogers,
2002; Otero, 2003; Price, 2002). Sutcliffe (2000) has also shown how he used the theory
to inform the design of multimedia explanations. More recently, we have used the
approach in work settings, to inform the design of online graphical representations that
can facilitate and support complex distributed problem-solving (Scaife et al., 2002;
Rodden et al., 2003).

One of the main benefits of our approach is the extent to which the core properties
and design dimensions can help the researcher select, articulate and validate particular
forms of external representation in terms of how they can support the activity being
designed for. Its emphasis on determining the optimal way of structuring and presenting
interactive content with respect to the cognitive effort involved, is something we would
argue other theoretical approaches, like activity theory and the ecological approach, do
not do, since their focus has been more on elucidating the nature of existing problems. In
sum, the way theory has been used to inform the cognitive and design dimensions
approaches, is largely generative.
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The distributed cognition approach

The distributed cognition approach was developed by Hutchins and his colleagues in the
mid to late 80s and proposed as a radically new paradigm for rethinking all domains of
cognition (Hutchins, 1995). It was argued that what was problematic with the classical
cognitive science approach was not its conceptual framework per se, but its exclusive
focus on modeling the cognitive processes that occurred within one individual.
Alternatively, Hutchins argued, what was needed was for the same conceptual framework
to be applied to a range of cognitive systems, including socio-technical systems at large,
(i.e. groups of individual agents interacting with each other in a particular environment).
Part of the rationale for this extension was that, firstly, it was assumed to be easier and
more accurate to determine the processes and properties of an ‘external’ system — since
they can arguably, to a large extent, be observed directly in ways not possible inside a
person’s head — and, secondly, they may actually be different and thus unable to be
reduced to the cognitive properties of an individual. To reveal the properties and
processes of a cognitive system requires doing an ethnographic field study of the setting
and paying close attention to the activities of people and their interactions with material
media (Hutchins, 1995). Similar to the external cognition approach, these are
conceptualized in terms of “internal and external representational structures” (Hutchins,
1995, p135). It also involves examining how information is propagated through different
media in a cognitive system.

The distributed cognition approach has been used primarily by researchers to analyze
a variety of cognitive systems, including airline cockpits (Hutchins and Klausen, 1996;
Hutchins and Palen 1997), air traffic control (Halverson, 1995), call centers (Ackerman
and Halverson, 1998), software teams (Flor and Hutchins, 1992), control systems (Garbis
and Waern, 1999) and engineering practice (Rogers, 1993, 1994). One of the main
outcomes of the distributed cognition approach is an explication of the complex
interdependencies between people and artifacts in their work activities. An important part
of the analysis is identifying the problems, breakdowns and the distributed problem-
solving processes that emerge to deal with them. In so doing, it provides multi-level
accounts, weaving together “the data, the actions, the interpretations (from the analyst),
and the ethnographic grounding as they are needed” (Hutchins and Klausen, 1996, p.19).
For example, Hutchins’ account of ship navigation provides several interdependent levels
of explanation, including how navigation is performed by a team on the bridge of a ship;
what and how navigational tools are used, how information about the position of the ship
is propagated and transformed through the different media and the tools that are used.

As a theoretical approach, it has received considerable attention from researchers in
the cognitive and social sciences, most being very favourable. However, there have been
criticisms of the approach, mainly as a continuation of an ongoing objection to cognitive
science as a valid field of study and, in particular, the very notion of cognition (e.g.
Button, 1997). In terms of its application in HCI, Nardi (1996, 2002) has been one of the
most vociferous in voicing her concerns about its utility in HCI. Her main criticism stems
from the need to do extensive field work before being able to come to any conclusions or
design decisions for a given work setting. Furthermore, she points out, that compared
with Activity Theory (which she is a strong advocate of), there is not a set of interlinked
concepts that can be readily used to pull things out from the data. In this sense, Nardi has
a point: the distributed cognition approach is much harder to apply, since there is not a set
of explicit features to be looking for, nor is there a check-list or recipe that can be easily
followed when doing the analysis. It requires a high level of skill to move between

18R Rosoers



different levels of analysis; to be able to dovetail between the detail and the abstract. As
such it can never be viewed as a ‘quick and dirty’ prescriptive method. The emphasis on
doing (and interpreting) ethnographic fieldwork to understand a domain, means that at the
very least, considerable time, effort and skill is required to carry out an analysis.

Where the distributed cognition framework can be usefully applied to design
concerns, is in providing a detailed level of analysis which can provide several pointers as
to how to change a design (especially forms of representation) to improve user
performance, or, more generally, a work practice. For example, Halverson (2002)
discusses how in carrying out a detailed level of analysis of the representational states
and processes involved at a call center, she was, firstly, able to identify why there were
problems of coordination and, secondly, determine how the media used could be altered
to change the representational states to be more optimal. Hence, design solutions can start
to emerge from a detailed level of analysis because the nature of the descriptions of the
cognitive system are at the same level as the proposed design changes. Moreover, as
Halverson (2002) points out, this contrasts with using an Activity Theory framework,
because the outcome of doing an analysis using AT concepts, is at a higher level that does
not map readily onto the level required for contemplating design solutions. Hence, her
argument is that it is because of rather than in spite of, the low level nature of the analysis
that can be most useful at revealing the necessary information to know how to change a
design, when it has been identified as being problematic.

More generally, the distributed cognition approach can inform design by examining
how the form and variety of media in which information is currently represented might be
transformed and what might be the consequences of this for a work practice. Partially in
response to the criticism leveled at the difficulty of applying the distributed cognition
approach, Hutchins and his colleagues (Hollan ef al., 2000) have set an agenda for how it
can be used more widely within the context of HCI. They propose it is well suited both to
understanding the complex networked world of information and computer-mediated
interactions and for informing the design of digital work materials and collaborative
workplaces. They suggest a comprehensive methodological framework for achieving this
— albeit at this stage a somewhat ambitious and complex programme. The way theory has
been applied from the DC approach, has been largely descriptive and to a lesser extent
generative; providing a detailed articulation of a cognitive system, and in so doing,
providing the basis from which to generate design solutions.

The situated action approach

The situated action approach has its origins in cultural anthropology (Suchman, 1987). Its
rationale is based on the proposed need for “accounts of relations among people, and
between people and the historically and culturally constituted worlds that they inhabit”
(p71, ibid). A main goal is to “explicate the relationship between structures of action and
the resources and constraints afforded by physical and social circumstances” (p179, ibid).
This is accomplished by studying “how people use their circumstances to achieve
intelligent action (...) rather than attempting to abstract action away from its
circumstances”(p. 50, ibid). Furthermore, it views human knowledge and interaction as
being inextricably bounded with the world: “one cannot look at just the situation, or just
the environment, or just the person”, since to do so, “is to destroy the very phenomena of
interest” (Norman, 1993, p. 4). Hence, its epistemological stance is the very antithesis of
the approaches we have described so far: resisting any form of theoretical abstraction.
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The method used is predominantly ethnographic (i.e. carrying out extensive
observations, interviews and note-taking of a particular setting). Typically, the findings
are contrasted with the prescribed way of doing things, i.e. how people ought to be using
technology given the way it has been designed. For example, one of the earliest studies,
using this approach was Suchman’s (1983) critique of office procedures in relation to the
design of office technology. Her analysis showed how there is a big mismatch between
how work is organized in the process of accomplishing it in a particular office and the
idealized models of how people should follow procedures that underlie the design of
office technology. Simply, people do not act or interact with technology in the way
prescribed by these kinds of models. Instead, Suchman argues that designers would be
much better positioned to design systems that could match the way people behave and
use technology if they began by considering the actual details of a work practice. The
benefits of doing so could then lead to the design of systems that are much more suited to
the kinds of interpretative and problem-solving work that are central to office work.

In her later, much cited, study of how pairs of users interacted with an expert help
system — intended as a help facility for using with a photocopier — Suchman (1987) again
stresses the point that the design of such systems would greatly benefit from analyses that
focus on the unique details of the user’s particular situation — rather than any
preconceived models of how people ought (and will) follow instructions and procedures.
Her detailed analysis of how the expert help system was unable to help users in many
situations where they got stuck, highlights once more the inadequacy of basing the design
of an interactive system primarily on an abstract user model. In particular, her findings
showed how novice users were not able to follow the procedures, as anticipated by the
user model, but instead engaged in on-going, situated interaction with the machine with
respect to what they considered at that moment as an appropriate next action.

These kinds of detailed accounts provide much insight into how technology is
actually used by people in different contexts, which is often quite different from the way
the technology was intended to be used. Moreover, their influence on the field has
become quite pervasive. Several researchers have reported how the situated action
approach has profoundly changed the way they think about how they conceptualise and
develop system architectures and interface design (e.g. Button and Dourish, 1996;
Clancey, 1997). More generally, Suchman has been one of the most frequently cited
authors in the HCI literature. The approach has also become part of designer’s talk;
concepts of ‘situatedness’ and ‘context’ often being mentioned as important to design for.
Hence, the situated action approach has, arguably, had a considerable influence on
designers. Nowadays, it is increasingly common for designers and others to spend time
‘in the field’ understanding the context and situation they are designing for before
proposing design solutions (Bly, 1997). For example, large corporations like Microsoft,
Intel and HP, have recently begun to make claims about the benefits of this approach in
their online promotional blurb, e.g.,

“Field studies open our eyes to how regular people, unguided, use their PC
and the Web, as well as specific products and features we design. We use the
resulting information to guide us in the redesign and enhancement of our products
to reflect how people want to use them.” (Microsoft, 2002, p4)

One of the main criticisms of the situated action approach, however, is its focus on
the ‘particulars’ of a given setting, making it difficult to step back and generalize. Similar
to the criticism leveled at about doing field studies using the distributed cognition
approach, Nardi (1996) exclaims how in reading about the minutiae of a particular field
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study “one finds oneself in a claustrophobic thicket of descriptive detail, lacking concepts
with which to compare and generalize” (p.92). It seems those who are used to seeing the
world through abstractions find it hard to conceptualise and think about design at other
levels of detail.

Others have taken on board this criticism and have attempted to draw some core
abstractions from the corpus of field studies, that have been concerned with situatedness
and context. Most notable, is Hughes et al’s (1997) framework developed specifically to
help structure the presentation of ethnographic findings in a way that was intended to act
as a bridge between fieldwork and ‘emerging design decisions’. The abstractions are
discussed in terms of three core dimensions (a similar method of abstraction to the
external cognition approach). As such, they are intended to orient the designer to thinking
about particular design problems and concerns in a focused way, that in turn can help
them articulate why a solution might be particularly helpful or supportive.

Contextual design (Beyer and Holzblatt, 1998) is another approach that was
developed to deal with the collection and interpretation of ethnographic findings and to
use these to inform the design of software. In contrast to the dimensions approach
described above, it is heavily prescriptive and follows a step-by-step process of
transforming data into a set of abstractions and models. Part of its attraction is because of
its emphasis on heavyweight conceptual scaffolding, providing the user with a recipe to
follow, and various ‘forms’ to fill in and use to transform findings into more formal
structures. However, in so doing, its relationship with the situated action approach is
inevitably divorced, since its focus is more on how to progress layers of abstractions
rather than bridging analysis and design through examining the detail of each.

In sum, the influence of the situated action approach on HCI practice has been
divergent. On the one hand, it’s contribution has been descriptive, providing accounts of
working practices, and on the other, it has provided a backdrop from which to talk about
high level concepts, like context. It has also inspired and led to the development of
analytic frameworks and core dimensions.

The ethnomethodological approach

Ethnomethodology is an analytic framework, that was originally developed as a reaction
against the traditional approaches in sociology, which were largely top-down theories
geared towards identifying invariant structures (Garfinkel, 1967; Garfinkel and Sacks,
1970). Such external points of view of the world were considered not at all representative
of the actual state of affairs. In this sense, it adopts an anti-theoretical stance and is very
outspoken about its epistemological origins. Alternatively, the ethnomethodologists argue
for a bottom-up approach, whereby working practices are described from the practical
accomplishment of the people (Anderson, 1994). To achieve this, the approach adheres to
a rigorous descriptive programme, that accounts for members’ (sic) working practices.

Similar to the situated action and distributed cognition approaches, it has been used
to explicate the details of various work practices through which actions and interactions
are achieved. It has been popularized mainly by British sociologists, who have used it to
analyze a number of workplace settings, the most well known being a control center in
the London Underground (Heath and Luff, 1991) and air traffic control (Bentley et al.,
1992). These accounts of work practices are presented largely as thick (Geertz, 1993)
descriptions. By this it is meant extensive and very detailed accounts. In the same vein as
the situated action based ethnographies, the detailed accounts have proved to be very
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revealing, often exposing taken for granted working practices, which turn out to be
central to the efficacy of how a technological system is being used.

To show how these accounts might be useful for the design of technology and work,
‘design implications’ are typically teased out of them, but in, unfortunately, a somewhat
superficial manner. The problem of requiring ethnomethodologists to venture into this
unfamiliar territory — namely, offering advice for others to follow — is that it typically
ends up being little more than a cursory set of tepid guidelines. Part of the reason for this
uncomfortable state of affairs is that the ethnomethodologists simply feel ill-equipped to
offer advice to others, whose very profession is to design — which clearly theirs is not.
Their role is regarded as descriptive not prescriptive (Cooper, 1991). For example, in one
study Anderson et al. (1993) provided a very detailed and insightful descriptive account
of an organization’s working practice. Following this, they outlined four brief ‘bullet-
point’ guidelines. One of these is that designers need support tools that take up a minimal
amount of their time and that such tools should be adaptive to the exigencies of changing
priorities. Such an observation is stating the obvious and could have easily been
recognized without the need of a detailed field study. It is not surprising that this form of
abstracting from detailed field studies was derided; “most designers know the former
only too well and desire the latter only too much” (Rogers, 1997, p68).

Recognizing the dilemma confronting ethnomethodologists entering the field of HCI,
resulted in a rethinking of what else they could offer in addition to the thick descriptions
(Geertz, 1993) and token nuggets, that could be perceived to be more useful to design
concerns. Ironically, it was the core set of social mechanisms, that were written about by
the founders of ethnomethodology, that provided them with a way forwards. Button and
Dourish (1996), for example, discuss how the high level socially-based concepts of
practical action, order, accountability and coordination could be potentially of more value
to designers. Furthermore, they proposed that ethnomethodologists and designers could
greatly benefit by trying to see the world through each other’s perspective: “design
should adopt the analytic mentality of ethnomethodology, and ethnomethodology should
don the practical mantle of design” (p. 22). It was suggested that this form of synergism
could be achieved through system design taking on board ‘generally operative processes’
like situatedness, practical action, order and accountability, whilst ethnomethodology
could take on system design concepts like generalization, configuration, data and process
and mutability. To show how this forging of theory might work, a hypothetical example
of two different questions was given that might be asked when designing a new system.
Rather than ask “what are the implications of this ethnomethodological account of the
work of hotel receptionists for the design of a booking system” (p.22) they suggest a
more insightful question might be “what are the implications of the operation and use of
member categories for questions of individuality and grouping in software systems?”
(p22). However, whilst highlighting a more specific requirement for a system, it is
difficult to imagine designers (or others) ever becoming sufficiently versed in this kind of
discourse (referred to as ‘technomethodology’) to talk about design issues to each other in
this way. Moreover it is privileging a form of academic ‘hybrid’ talk, that to most ‘plain’
folk can seem arcane and cumbersome. Some might argue, however, that as if with any
new set of concepts, once time and effort has been spent learning how to use them, then
their benefits will accrue. Having learnt the new way of talking, then designers and others
would be able to extend their discourse and articulate design problems in a more
illuminating and explicit way. This indeed may prove to be the case and it is the argument
put forward by Green (1989) in his exposition of the vocabulary of cognitive dimensions.

727 Rosoers



However, one cannot help thinking that the ethnomethodologically-based concepts will
prove to be much harder to learn and use in the context of a design space than the likes of
viscosity, cognitive offloading and affordances, which designers have found useful and
relatively easy to use. It is the like the difference between learning to speak French and
Norwegian as a second language.

In sum, the ethnomethodological approach, like the situated approach, began with
providing detailed descriptions of work practices — assuming this was a significant
contribution for HCI and has more recently, sought alternative ways of informing design,
through providing a linga franca, comprising a set of core concepts.

Hybrid and overarching theoretical approaches

Besides importing and developing individual approaches in HCI, several researchers have
tried to synthesize concepts from different theories and disciplines. A main rationale for
this strategy is to provide more extensive frameworks than if they were to import
concepts arising from only one discipline. In attempting to articulate relevant concerns,
Star (1996) for example, has drawn parallels between different strands of different
theories. In one instance, she has looked at similarities between activity theory and
symbolic interactionalism (originating from American pragmatism) with a view towards
forging better links between them. More ambitiously, Pirolli and Card (1997) have
reconceptualized a particular form of human-computer interaction, namely searching for
and making sense of information, using a variety of concepts borrowed from evolution,
biology and anthropology together with classical information processing theory: “we
propose an information foraging food-theory (IFT) that is in many ways analogous to
evolutionary ecological explanations of food-foraging strategies in anthropology and
behavior ecology” (p. 5). They describe searching strategies in terms of making correct
decision points, which are influenced by the presence or absence of ‘scent’. If the scent is
strong enough, the person will make the correct choices; if not they will follow a more
random walk. Their approach is replete with such metaphors, re-describing activities in
terms of more concrete everyday experiences. In so doing, it has enabled the authors to
rethink the field of information visualization, informing the development of new kinds of
graphical representations and browsing tools.

Perhaps the most ambitious attempts at developing theory for HCI are the
overarching frameworks that attempt to integrate multiple theories at different levels of
analysis. For example, Mantovani’s (1996) eclectic model for HCI integrates a wide
range of concepts and research findings that have emerged over the last 10 years, from
computer supported-cooperative work (CSCW), computer mediated communication
(CMC) and distributed artificial intelligence (DAI). The outcome is a three level
conceptual model of social context, that combines top-down with bottom-up approaches
to analyzing social norms and activities. Likewise, Barnard et a/’s (2000) ‘Systems of
Interactors’ theoretical framework, draws upon several overlapping layers of macrotheory
and microtheory. Which level of theory is relevant depends on the nature of the problem
being investigated.

A problem with integrating quite different theories and ontologies, however, is that it
makes it very difficult to know what frames of reference and axioms to use for a given
problem space. Furthermore, it can be quite unwieldy to juggle with multiple concepts,
constraints and levels when analyzing a problem space and/or designing a system. It
seems only the researchers, themselves, who have developed the ‘grand’ theories, are
able to use them.
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In sum, a main objective of developing hybrid and overarching frameworks for HCI
is to provide a more extensive, interdisciplinary set of concepts, from which to think
about the design and use of interactive systems. A commonly reported benefit of pursuing
this is that it allows one to break away from the confines of a single discipline, and in so
doing, evolve new ideas, concepts and solutions. In this sense the theory can serve a
formative and generative role for design. Certainly, one of the benefits of juxtaposing and
interweaving different concepts from different traditions is that it can create new
perspectives and ways of thinking about a problem space. The danger of this approach,
however, is that resultant frameworks can simply be too unwieldy to apply to specific
design concerns, especially if the designers/researchers are not au fait with the ideas
originating from the parent disciplines. As such, they are likely to suffer from the
toothbrush syndrome:

“Ernest Hilgard used to grumble about psychology that if you develop a
theory it’s like your toothbrush, fine for you to use but no one else is very
interested in using it.” Grudin (2002, ChiPlace online forum)

The practitioner’s perspective

My critique and overview of the role of theories have recently been imported and
developed in HCI has so far been based primarily on a review of the HCI literature. Here,
I consider the practitioner’s perspective of the role of theory in practice, based on what
they report they use in their work. By practitioner, I mean people who work in industry
and are in the business of researching, designing and evaluating products (e.g. interaction
designers, information architects, usability experts). The intention of this section is to
highlight what they think the role of theory is in HCI and their perceived needs for it in
the kind of work they do. It presents some provisional findings from a small survey
carried out by myself and summarizes the findings of another survey that was carried out
in Sweden, by way of comparison (Clemmensen and Leisner, 2002).

The initial survey I carried out was designed as an online questionnaire and was sent
to 60 practitioners, from the UK and the US. Rather than carry out in-depth interviews
with a relatively small number of people (the more widely accepted method for doing
survey work) I wanted to get a larger set of ‘quick and dirty’ responses from a range of
people working in quite different organizations. To achieve this, I adopted the pyramid
approach; sending out the questionnaire to a range of people I knew working in large
corporations (e.g., IBM, Microsoft, HP, Logica, Motorola), medium-sized design
companies (e.g., VictoriaReal), and small interaction design consultancies (e.g., Swim)
and asking them to fill it in and also forward it on to their colleagues. A total of 34 people
responded, of which 12 classified themselves as doing mainly design, 10 classified
themselves as doing mainly research, 4 doing a mix of activities, 4 doing mainly
production work and 4 doing mainly usability evaluation. Although the number of
respondents is still relatively small, the spread is sufficiently broad, to get a sample of
views.

The questionnaire asked a number of questions about their current practice and in
particular whether they had heard about the theories presented in the previous section,
and if they had used any of the concepts and analytic frameworks in their work. The
respondents were first asked what methods they used in their work. Nearly all replied that
they used a range of design methods, including scenarios, storyboards, sketching, lo-tech
and software prototyping, focus groups, interviews, field studies and questionnaires and
use cases. None of them used predictive modeling methods, like GOMS, while a few
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used software engineering methods (8%), experiments (10%), contextual design (10%) or
guidelines (5%).

The combination of methods used by the respondents indicates that there is much
gathering of information and requirements in their work. This suggests that there is a
need for it to be interpreted and analyzed in some way. When asked what they use to
interpret their findings, however, 85% of the respondents said that they relied mainly on
their own intuition and experience. The few who did say they used theory, said they did
so only occasionally. The theories used were either their own adaptation, distributed
cognition, or grounded theory. Interestingly, this lack of use of recently imported
theoretical approaches contrasted markedly with the knowledge that the respondents said
they have about them. Indeed, many of the respondents claimed to be familiar with most
of the approaches mentioned in the previous section (see figure 5). Thus, it seems that
while many practitioners may be familiar with the approaches that have been promoted in
HCI, very few actually use them in their work, and even then only sporadically.

Part of the problem seems to be the gap between the demands of doing design and
the way theory is conceptualised, as commented on by respondent 14 (who described
himself as a designer): “most current HCI theory is difficult for designers to use and
generally too theoretical to be relevant to a practical human focused solution developed in
the timeframe of a design project.”

Familiarity with theoretical approach

80 -

70

60 —

50 —

W Very familiar
— |MHeard of
Not familiar

Ecological A Activity Theory Dcog Ecog Ethno situated action Info Systems

Figure 5. Respondent’s familiarity (as a percentage of total responses) with theoretical
approaches (left column- very familiar, middle column- heard of, and last column- not
familiar with.

In contrast to the lack of uptake of recent theoretical approaches as analytic
frameworks, the concepts derived from them were found to be more commonly used by
the respondents when talking with others about their work. Many said they used the
concepts of affordances (75%), context (80%), awareness (65%), situatedness (55%) and
cognitive offloading (45%). Concepts that were less used were ecological constraints
(25%), cognitive dimensions (15%) and propagation of representational states (10%).

75 Rosoers



Thus, it seems that a number of concepts, especially those derived from the situated
action approach are commonly used as part of the discourse with work colleagues.

When asked whether they found it difficult to express ideas about a project to others
in their group (or clients), the opinions were divided between those replying, “all the
time” (30%), those responding “some of the time” (45%) and those saying “no problem”
(25%). The findings suggest, therefore, that over 70% of respondents have trouble
communicating ideas with others. When asked whether they would like a better set of
terms and concepts to use, 50% of the respondents said yes, 35% said not sure and 15%
said they were happy with the way they communicated. Interestingly, when asked
whether there was a need for new kinds of analytic frameworks, an overwhelming 92%
said yes. When asked what else they would find useful, many replied that there was a
need for existing frameworks to be better explained. For example:

Respondent 6 (designer) asked for a “framework for effectively communicating with
clients...a common language between designer and client seems to be lacking.”

Respondent 10 (designer) asked for “more support for guidance in applying the
existing frameworks.”

Respondent 22 (consultant) asked for “better ways of talking about existing
frameworks...better ways of talking about how situated action or ethnomethodology (or
any other theory) informs the practice I use in a way that makes sense to a person
unfamiliar with the underlying theory.”

This small survey has revealed that even though practitioners are familiar with many
of the recent theoretical approaches that have been imported into the field of HCI, they
don’t use them in their work, because they are too difficult to use. Moreover, it is not that
they don’t find them potentially useful, but that they do not know how to use them. This
contrasts with Bellotti’s (1988) study, where she suggested that one of the main reasons
why designers did not use any of the HCI techniques at the time was because they had no
perceived need for them, regarding them as too time-consuming to be worthwhile. A
frequently cited complaint was that they wanted more guidance and ways of
communicating about them to others.

In a more extensive survey of Danish usability professionals, researchers and
designers (120 in total), Clemmensen and Leisner (2002) asked their respondents to
consider the relationship between the publicity different theories received in the HCI
community and how applicable they were. The range of theories that the respondents
were asked to judge was similar to those discussed in this chapter. Similar to my study,
they found that most of the respondents were interested in different theories, favoring one
or two kinds. In contrast to my findings, however, they found that over 50% of the
Danish usability professionals said that they used at least one theory in their
investigations. One of the reasons for this contrast in results may have to do with the
sampling: the Danish usability specialists were more similar; all young, having less than
5 years experience and all having a PhD from the social sciences, with over half having
written about HCI issues. In contrast, my sample of respondents covered a much wider
age span, and more diverse cultural, educational and professional backgrounds. The
Danish professionals were all part of an online community and hence could be regarded
as a self-selecting group. The questions asked were also worded differently, inviting the
respondents to back their claims as to why they found theory useful (e.g. one respondent
said, “I want my work to have a theoretical basis, to have the framework for

76 Rosoers



understanding and assurance of a methodology that helps me explain the results of
investigation”. In my case, [ asked them if they found theory useful and in what ways.

In sum, the findings from the two surveys of practitioner’s use of theory indicate that
they are interested in using theory in their work. What they can use they do use: for
example, they use several of the concepts derived from the theories in their discourse.
However, from my study it seems that often practitioners do not know how to apply the
much harder to use analytic frameworks to the specifics of the projects they are involved
in (e.g. the field data they gather). Part of the dilemma facing practitioners is the pressure
they are under to solve problems quickly and under ‘deadline’ while at the same time
wanting to ground their work, theoretically. As argued earlier, to do justice to many of
the analytic frameworks that have been developed in HCI, based on theory, one needs,
firstly, a good apprenticeship in it, and secondly, the time, patience and skill to
competently carry out a detailed analysis. Given that many practitioners are unlikely to
satisfy both requirements, it seems that the analytic frameworks, such as Activity Theory,
and distributed cognition will continue to remain out of reach. Alternatively, approaches
to bridging the gap between theory and practice, that are more lightweight and accessible
may prove to have more utility.

Discussion

My overview of the earlier and more recent theoretical approaches imported, developed
and applied in HCI has shown that there is a difference between how they have been used
in the field. Primarily, the way in which theory was used by the earlier approaches was :

* informative (providing useful research findings)
* predictive (providing tools to model user behavior)

* prescriptive (providing advice as to how to design or evaluate)

The way theory has been used in the newer approaches is more diverse:
* provide descriptive accounts (rich descriptions)
* be explanatory (accounting for user behavior)

* provide analytic frameworks (high level conceptual tool for identifying
problems and modeling certain kinds of user-interactions)

* be formative (provide a lingua franca; a set of easy to use concepts for
discussing design)

* be generative (provide design dimensions and constructs to inform the
design and selection of interactive representations).

Hence, there appears to have been a move away from providing predictive and
prescriptive approaches towards developing more analytic and generative approaches.
One of the most significant contributions has been to provide more extensive and often
illuminating accounts of the phenomena in the field. A further contribution has been to
show the importance of considering other aspects besides the internal cognitive
processing of a single user — notably, the social context, the external environment, the
artifacts and the interaction and coordination between these during human-computer
interactions. All of which can help towards understanding central aspects of the diffuse
and boundless field that HCI has become.
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We now have a diverse collection of accounts and case studies of the intricate goings
on in workplace and other settings (e.g. Plowman et al, 1995). An eye for detail, resulting
in an analysis of the normally taken-for-granted actions and interactions of people in
particular contexts, has shown us the instrumental role of a range of social and cognitive
mechanisms. Analogous to the literary works of Nicholson Baker and lan McEwan — that
both offer lucid and intimate accounts of the mundane that enable us to perceive everyday
occurrences and artifacts in a new light — many of the detailed ethnographically-informed
accounts of situated human-computer interactions have opened our eyes to seeing the
world of technology use quite differently. In turn, this can lead us to thinking about the
design and redesign of technologies from quite different perspectives.

Another significant development is the pervasive use of a handful of high level
concepts derived from the new approaches. These have provided different ways of
thinking and talking about interaction design. As the two surveys revealed, practitioners
are aware of various concepts, like situatedness, context and awareness, which they use
when talking with others during their work. Clearly, such concepts provide a way of
articulating current concerns and challenges, that go beyond the single user interface.

In an attempt to be more applied, many of the new approaches have sought to
construct conceptual frameworks rather than developing fully-fledged theories in the
scientific Popperian tradition. Frameworks differ from theories in that they provide a set
of constructs for understanding a domain rather than producing testable hypotheses
(Anderson, 1983). The value of adopting this more relaxed research strategy is that it
enables a broadening of scope — something which has now become widely recognized as
having been a necessary step for developing better accounts of human-computer
interaction. However, ironically, it appears that the analytic frameworks developed for
use in HCI are not that accessible or easy to use. Designers, consultants, producers and
others involved in the practice of interaction design are much less likely to have the time
to develop and practice the skills necessary to use the analytic frameworks (e.g. carry out
an activity theory or distributed cognition analysis) — echoing a similar complaint that
was often made about using cognitive task analytic tools (Bellotti, 1988). This raises the
question as to whether such analytic frameworks are an appropriate mechanism for
practitioners to use in their work, or, whether the community should accept that they are
simply too hard, requiring too much time and effort to use, and should be left for those
doing research. If the latter is the case, then can we find other ways of translating theory-
based knowledge that is easier to use and fits in with the perceived needs of practitioners?

In the next section I discuss the reasons why theoretically-informed tools appear to
be finding it difficult to infiltrate actual design practice, and then in the final part I
propose how this gap can be more effectively bridged.

Why are alternative theories problematic in practice?

When the ‘second’ generation of alternative approaches began to be introduced into the
field of HCI there was considerable skepticism as to what they had to offer of practical
value that would persuade designers to take them on board. For example, in a review of
Badker’s (1989) book on Activity Theory and HCI, Draper (1992) notes how her
application of concepts from Activity Theory to HCI do not add to the existing set of
ideas about design, nor convince newcomers about the potential of Activity Theory.
Nardi (1996) has also been critical of the value of and methodological positions adopted
by the distributed cognition and situated action approaches. So why have these attempts
not been well received within parts of the HCI community?
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There are several reasons why the new approaches have yet to make a more marked
impact on the process of interaction design (as opposed to just becoming part of the body
of HCI knowledge). Firstly, it must be stressed that it is foolish to assume or hope that
theories “do design” however much the proponents of the theoretical approach would like
(Barnard and May, 1999). Their input to the design process can only ever really be
indirect, in the form of providing methods, concepts, frameworks, analytic tools and
accounts. A theory cannot provide prescriptive guidance in the sense of telling a designer
what and how to do design. The contribution of any theory must be viewed sensibly and
in the context of its role in the design process at large. Designers already have an armory
of practical methods and techniques available to them to use (e.g. prototyping, heuristic
evaluation, scenario-based design). For this reason, the value of theory-informed
approaches must be seen in relation to current design practice.

Secondly, more time is needed to allow a complete theory/design cycle to mature
(e.g. Plowman et al., 1995). It may take several more years before we see more success
stories being reported in the literature — just as it took several years after GOMS was
developed before its value in a real work setting was able to be reported. Such case
studies could be set up as exemplars of good practice for designers to learn lessons from
in how to apply the approach. The use of case studies as a way of explaining an approach
is much more common in design.

Thirdly, as emphasized throughout this chapter, considerable time, effort and skill
are required by many of the approaches to understand and know how to use them. In
particular, many require ethnographic field work to be carried out as part of the approach.
Knowing how to ‘do’ ethnography and to interpret the findings in relation to a theoretical
framework (e.g. activity theory, distributed cognition) is a highly skilled activity, that
requires much painstaking analysis. It is hard to learn and become competent at: many a
student in HCI, has been attracted by the ethnographic approach and the theoretical
framework of distributed cognition or activity theory, only to find themselves, in the
midst of a field study, surrounded by masses of ‘raw’ video data without any real sense of
what to look for or how to analyze the data in terms of, say, ‘propagation of
representational state across media’ or ‘actions, operations and activities’. Moreover,
analytic frameworks, like Activity Theory, are appealing because of their high level of
rhetorical force and conceptual scaffolding; whereby the act of naming gives credence to
the analysis.

More generally, is the problem that there is little consensus as to what contribution
the various approaches can or should make to interaction design. The transfer vehicles
that became the standard and generally accepted ‘deliverables’ and ‘products’ for
informing design during the 80s (e.g. design principles and guidelines, style books,
predictable and quantifiable models) tend now to be regarded as lass appropriate for
translating the kinds of analyses and detailed descriptions that recent theoretical
approaches that have been imported into HCI have to offer. There is also more reticence
towards the rhetoric of compassion (Cooper, 1991) and forcing one’s own views of what
needs to be done on another community. So what is replacing this form of design
guidance?

The analytic frameworks that are being proposed, like Activity Theory, suffer from
being under-specified, making it difficult to know whether the way one is using them is
appropriate and has validity. This contrasts with the application of earlier cognitive
theories to HCI, where the prescribed route outlined by the scientific method was
typically followed (i.e. make hypotheses, carry out experiment to test them, determine if
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hypotheses are supported or repudiated, develop theory further, repeat procedure).
Without the rigor and systematicity of the scientific method at hand, it is more difficult
for researchers and designers, alike, to know how to use them to best effect or whether
what they come up with can be validated.

A further problem from the designer’s and researcher’s perspective, is that there is
now a large and ever increasing number of theoretical approaches vying with each other,
making it more difficult for them to determine which is potentially most useful for them
or, indeed, how to use one with respect to their own specific research or design concerns.
Such a confusing state of affairs has been recognized in the HCI community and one or
two attempts have been made to synthesize and make sense of the current melee of
approaches. For example, Nardi (1996) sought to compare and contrast selected
approaches in terms of their merits and differences for system design. However, given
that the various approaches have widely differing epistemologies, ontologies and methods
— that are often incommensurable — such comparative analyses can only ever really
scratch the surface. There is also the problem that this kind of exercise can end up like
comparing apples and oranges — whereby it becomes impossible, if not illogical to judge
disparate approaches (cf. Patel and Groen, 1993). Championing one theoretical approach
over another, without recourse to Popper’s scientific paradigm to back up one’s claims,
often ends up being a matter of personal preference, stemming from one’s own
background and values as to what constitutes good design practice or research. That is not
to say that one cannot highlight the strengths and problems of a particular approach and
show how others have used it. Indeed, that is what I have attempted to do here and which
Fitzpatrick (2003) in her overview of the CSCW literature has sought to do.

Another central issue that was highlighted in the chapter was the difference between
approaches that provide more detailed accounts of human-computer interactions within
the historical/socio-cultural and environmental contexts in which they occur and
approaches that draw out abstractions, generalisations and approximations. The unit and
level of analysis which is considered appropriate depends on the purpose of the analysis.
‘High level’ abstractions have been the sin que non of scientific theories, particular those
concerned with making hypotheses and predictions. ‘Low level’ descriptions are the
bread and butter of more sociologically-oriented accounts of behavior. Both can be
informative for HCI and feed into different aspects of the design process. However, it
requires better clarification as to how the two can be dovetailed and used together rather
than being viewed as always being incommensurate.

The way forward: new mechanisms for using theory

At a general level, we need to consider the direction and role that theory should be
moving towards in the field of HCI and the practice of interaction design. Part of this
requires being clearer about the way theories can (or can not) be used for. In particular,
there needs to be a better exposition of how theory can be used in both research and
design. Can they serve multiple and expanding purposes e.g. as (i) explanatory tools, (i)
predictive tools, (iii) providing new concepts for the purpose of developing a more
extensive design language and (iv) providing tools for use in the design process or would
it be clearer and more useful for an approach to focus on only one of these contributions?
Shneiderman (2002b) has suggested that there at least five kinds of theories we should be
aiming for and using in HCI. These are:

* descriptive - in the sense of providing concepts, clarifying terminology and
guide further inquiry
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* explanatory — in the sense of explicating relationships and processes
* predictive — enabling predictions to be made about user performance
* prescriptive — providing guidance for design

 generative — in the sense of enabling practitioners to create or invent or
discover something new.

The roles suggested here overlap with the types we identified earlier. These seems to be a
consensus, therefore, that theory can and should be used more eclectically in HCI. One of
the problems of trying to use theory for multiple purposes, however, is that it can be
difficult to satisfy the demands that each requires. In particular, it can be problematic to
adhere to both theoretical adequacy (i.e. that accounts are representative of the state of
affairs) and also demonstrate transferability (i.e. that ideas, concepts and methods derived
from the theoretical framework can be communicated and taken-up, resulting in the
design and implementation of better technologies). Remaining faithful to the
epistemological stance of a theoretical approach can make it difficult, if not impossible,
to then provide a framework for applied concerns. Conversely, the approach can no
longer adhere to the epistemology of the original theory when taking design concerns into
account. A problem of doing this, as we saw in several of the theoretical approaches
developing applied frameworks, is a dilution and oversimplification of concepts, that then
become vulnerable to misinterpretation.

Within the ethnographic literature, there have been numerous debates about the
tensions and discrepancies between the contribution ethnographers think they can make
and the expectations and assumptions from the rest of the HCI community about what
they ought to provide. As to their input into the design process others have commented,
too, on how such fine-grained analyses of work often leads to a conservatism when it
comes to considering the development and deployment of new technologies (Grudin and
Grinter, 1995). Having gone to such length to reveal the richness of work practices there
has been much resistance to then use these as a basis for suggesting alternative set-ups,
incorporating new systems. In contrast, a trend has been to use the findings from
ethnographies of the workplace to highlight the dangers of disrupting current ways of
working with new technologies. For example, Heath et al (1993) discuss how existing
work practices in a dealing room of the Stock Exchange would be perturbed if new
technological input devices were introduced (e.g. speech recognition systems). Rogers
(1992) also speculated about the problems of increasingly offloading coordination work
(e.g. scheduling) of teams working together onto a computer network, based on a
distributed cognition analysis of a close-knit team of engineers who had networked their
PCs.

As stressed by Button and Dourish (1996) a dilemma facing researchers is that
ethnomethodology’s “tradition is in analyzing practice, rather than inventing the future.”
(p. 21). But where does this leave the ethnomethodologist or ethnographer who has
moved into interaction design? To be always recorders and interpreters of events?
Alternatively, is it possible for them to become more concerned with the process of
design, and to shift between different levels of description, that make sense to both
research and design? Hughes et al (1997) have discussed at length the communicative gap
between the “expansive textual expositions of the ethnographer and the abstract graphical
depictions and ‘core concepts’ of the designer” (pl). Button (1993) and Shapiro (1994)
note, too, how the descriptive language constructed in ethnographic studies has been of
little relevance to the practical problem of designing computer systems. Anderson (1994)
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points out how discussions about these differences can end up as sterile debates resulting
in a number of misconceptions being perpetuated. These take the form whereby
ethnographers are caricatured as obdurate, refusing to provide the kinds of prescriptions
designers are assumed to want. The designers’ needs are, conversely, caricatured as
always having to be couched in a formal notation, “as if design consisted in jigsaw-puzzle
solving and only certain shaped pieces were allowed” (p.153). Alternatively, Anderson
has argued that a new sensibility — a fresh way of viewing design problems — is needed
whereby ethnographies can provoke designers to question their current frames of
reference that are currently so tied to the traditional problem-solution paradigm. In so
doing, he hopes that the deadlock will be surpassed and new design possibilities ensue. In
a similar vein, we saw how Button and Dourish (1996) have argued for a new synthesis to
viewing design within ethnomethodology concepts and ethnomethodology concepts
within technological concepts.

So how can theory best inform design? Are there other ways of translating theory-
based knowledge, besides turning it into guidelines or analytic frameworks that end up
having limited utility? It would seem that quite a different frame of reference is needed —
one which focuses more on the process of design and how the different kinds of
designers, themselves, want to be supported. In addition, a quite different perspective on
the nature of the relationship between researchers and designers is needed — one which
sees them working more as partners collaborating together and engaged in ongoing
dialogues rather than one based on the rhetoric of compassion, where researchers are
viewed as educators and purveyors of knowledge whilst designers are viewed only as
recipients (Rogers, 1997). It may also be possible for researchers to become designers
(and vice versa) and lead by example, facilitating knowledge transfer by being able to
take both perspectives.

One way that new theoretical approaches can make more of a contribution to the
practice of interaction design, therefore, is to progress further with rethinking new
mechanisms of ‘knowledge transfer’. As suggested earlier, the potential value of building
up a lingua franca — that different parties in research and design can use to refer to
common referents — is an important step in this direction. As Green et al. (1996)
comment, “all too frequently the level of discourse in evaluating software, even between
highly experienced users, is one in which important concepts are struggling for
expression.” (p. 105). Their hope is that the vocabulary of cognitive dimensions will offer
a better means of articulating trade-offs, concerns and frustrations when designing.
Utilizing poignant metaphors is another rhetorical device that could be extended for
concretizing the intangible and the difficult. For example, Star’s (1989) notion of
‘boundary objects’ to describe objects which “are plastic enough to adapt to local needs
and constraints of the several parties employing them, yet robust enough to maintain a
common identity across sites” (p. 46) has been taken up by numerous researchers and
designers as a way of better articulating previously nebulous and ill-formed ideas.
Bowers and Pycock (1994) have also shown how the use of other rhetorical devices can
have value for practice: outlining how the metaphorical description of ‘resistances’ and
‘forces’ can be used to express different aspects of a design space. Likewise, Rogers
(1994) has used rhetorical devices together with various cognitive dimensions to analyze
aspects of the design and use of groupware systems. One of the main attractions to these
kinds of concept, is that they readily appropriate or map onto everyday terms and
concepts that are relatively easy to understand. This allows for analogical reasoning that
can be generalized across a range of topics.

37 Rosoers



Pattern languages are another form of abstraction being introduced into HCI and
software engineering (Borchers, 2001; Erickson, 1999). Originally developed by the
architect Christopher Alexander for describing architecture and urban design, such as
aspects of both city design and wall design, they are now being taken up to describe
patterns of software design and use. A major attraction of adopting these and other
interconnected sets of concepts (e.g. Activity Theory) is that they provide a pro forma, for
identifying abstractions that can be visualized and constructed as meaningful units of
analysis.

In sum, one of the main contributions of continuing to import and develop
theoretically-based approaches in HCI is as a basis from which to enable new accounts,
frameworks and concepts to be constructed. In turn, these have the potential for being
developed further into a more extensive design language, that can be used both in
research and design. Given the increasing diversity of people now involved in the design
of an increasingly diverse set of interactive products and user experiences, it would seem
even more pressing for such a language(s) to be developed. This in itself, however, is no
easy task. It requires determining which of the new terms, metaphors, and other
abstractions are useful for articulating design concerns — and which, importantly, the
different people see value in and feel comfortable using. Designers and researchers need
to begin to engage in more dialogues, identifying areas of conceptual ‘richness’ and
design ‘articulation’. As part of this enterprise, the practice of interaction design, itself,
would greatly benefit from further research — especially an analysis of the different
languages and forms of representations that are used, together with a better understanding
of the trade-offs and numerous decisions facing designers as they seek to harness the ever
increasing range of technological possibilities.
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